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Predicting Myocardial Infarction Incidence Using Binary Logistic 
Model
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ORIGINAL ARTICLE

ABSTRACT

Heart disease is the leading cause of death in the United 
States. Myocardial infarction is one of the various forms of 
heart disease. Determining the factors associated with the 
risk of heart attack is important to health professionals and 
the public. We investigated the prevalence of myocardial 
infarction incidence (1 = if myocardial infarction occurred, 
0 = no myocardial infarction occurred) from NHANES III 
data and used a logistic regression model for the analysis of 
binary data. The model indicated that sex, age, diabetes, high 
cholesterol, congestive heart failure, and chest pain are the 
significant risk factors for heart attack with sex, congestive 
heart failure, and chest pain as the three most significant ones. 
The classification accuracy of the fitted logistic regression 
model was 91.28%. Because the prevalence of the incidence 
was fairly low, we also used Firth logistic regression model 
and compared it with the logistic regression model. The 
results were almost similar but comparing the AIC values, 
it was found that the firth logistic regression was slightly 
better. The estimated logistic regression equation is useful in 
predicting whether an individual is prone to the risk of heart 
attack based on his/her personal information, diet, smoking 
habits, and health.

Keywords: Cardiovascular Disease, Coronary Heart Disease, 
MLE, PMLE, AUC, ROC Curve

INTRODUCTION
Heart disease is the leading cause of death for men, women, 
and people of most racial and ethnic groups in the United 
States (Heart Disease 2020). A heart attack (or a myocardial 
infarction) is one of the various forms of heart disease, 
including arrhythmia, coronary artery disease, heart failure 
and many others. It occurs when blood flow to the heart is 
blocked. The blockage is often a buildup of fat, cholesterol, 
and other substances, which forms plaque in the coronary 
arteries. Once the plaque breaks away and forms a clot, the 
blood flow is stopped, and the heart muscle could be damaged 
or destroyed (Heart attack 2020). In the United States, 
someone experiences a heart attack every forty seconds and 
every year, about 805,000 Americans have a heart attack. Of 
those 805,000, almost 605,000 are first time heart attacks 
and 200,000 happen to people who have previously had a 
heart attack (Heart Disease 2020). About 1 in 5 heart attacks 
are silent-the damage is done, but the person is not aware of 
it (Heart Disease 2020).
Studies have shown that the number of heart disease deaths 
varies based on personal information, such as, race, sex, 
and age. Heart disease is the cause of 165.8, 205.7, 111.3, 
82.6, 141.1 deaths per 100,000 populations in Whites, 

African Americans, Hispanic, Asian or Pacific Islanders and 
American Indian or Alaska Natives respectively (Health 
Status 2019). Similarly, for every 100,000 males, there are 
204.8 deaths, and for every 100,000 females, there are 126.2 
deaths due to heart disease (Health Status 2019). In the 
article by Mozaffarian et. al. (2015), chart 19-2: Prevalence 
of myocardial infarction by age and sex shows that the 
percentage of the United States population that has had a 
heart attack increases regardless of gender. Specifically, for 
males, 0.3% of death occurs in the 20-39 age group, 3.3% of 
death occurs in the 40-59 age group, 11.3% of death occurs 
in the 60-79 age group, and 17.3% in the age group above 80. 
Similarly, for female, 0.3% of death occurs in the 20-39 age 
group, 1.8% of death occurs in the 40-59 age group, 4.2% 
of death occurs in the 60-79 age group, and 8.9% in the age 
group above 80.
Studies also show that a person’s diet can increase or 
decrease the risk of heart disease. A healthy diet is a major 
factor in reducing your risk for heart disease (Heart disease 
and diet 2020). A poor diet can drastically increase the 
chance of a person having a heart attack. Poor quality diets 
are high in refined grains and added sugars, salt, unhealthy 
fats and animal-source foods; and low in whole grains, 
fruits, vegetables, legumes, fish and nuts (Anand et al. 
2015). A low-saturated fat, high-fiber, high plant food diet 
can substantially reduce the risk of developing heart disease 
(Heart disease and food 2020). Smoking is a major cause of 
cardiovascular disease (CVD). According to the American 
Heart Association, CVD accounts for about 800,000 U.S. 
deaths every year, making it the leading cause of all deaths 
in the United States. Of those, nearly 20 percent are due to 
cigarette smoking (How Smoking Affects 2020). One out of 
every five smoking-related deaths is caused by heart disease 
(Smoking 2021).  Also, cigarette smokers are 2 to 4 times 
more likely to get heart disease than nonsmokers (Smoking 
and Cardiovascular Disease 2021). Other health concerns 
can also increase the risk of heart disease. High cholesterol 
increases the risk of other conditions, depending on which 
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blood vessels are narrowed or blocked. The main risk 
associated with high cholesterol is coronary heart disease 
(CHD) (Cholesterol: High Cholesterol Diseases 2020). About 
38% of American adults have high cholesterol (total blood 
cholesterol ≥ 200 mg/dL) (Cholesterol 2020). High blood 
pressure increases the risk for heart disease and stroke, two 
leading causes of death for Americans (High Blood Pressure 
2020). Similarly, diabetes and heart disease often go hand in 
hand.  If someone has diabetes, one is twice as likely to have 
heart disease or a stroke than someone who doesn’t have 
diabetes-and at a younger age. The longer one has diabetes, 
the more likely it is to have heart disease (Diabetes and Your 
Heart 2020). Cardiovascular disease (CVD) is the leading 
cause of death worldwide and a major public health concern, 
CVD prediction is one of the most effective measures for 
CVD control (Yang et.al. 2020).
In this study, we investigated the prevalence of myocardial 
infarction incidence in US adults and used a logistic regression 
model to estimate the probability that an individual is prone 
to the risk of heart attack based on various factors. Therefore, 
the objectives of this study are (i) to model the likelihood 
of myocardial infarction incidence in relation to a person’s 
demographic information, diet, smoking habits and health 
and (ii) to identify the significant factors associated with the 
heart attack.

MATERIAL AND METHODS
Data and Variables
In this paper, we used data from the Third National Health 
and Nutrition Examination Survey (NHANES III). The 
survey was conducted between the years 1988 and 1994 and 
contains data for 33,994 people ages 2 months and older who 
participated in the survey. The National Center for Health 
Statistics of the Centers for Disease Control and Prevention 
collects, analyzes, and disseminates data on the health status 
of United States residents.
The data for the survey interview and examination 
components are found in four separate data files: (1) 
NHANES III Household Adult, (2) NHANES III Household 
Youth, (3) NHANES III Examination, (4) NHANES III 
Laboratory. We used the data from NHANES III Household 
Adult file only that contains 20050 observations. We 
selected some important variables from the data file 
and renamed them so that it would be convenient to 
present the results. These variables are listed in Table 1. 
Among the listed variables, we take HrtAtk which is the 
Myocardial Infarction Incidence (1 = myocardial infarction 
occurred, 0 = no myocardial infarction occurred) as a dependent 
(response) variable and the rest as predictor variables. The 
responses for the dependent variable were self-reported by 
the respondents on the survey question stated as “Doctor 
ever told you had a heart attack”. We classify the predictor 
variables as: (1) Personal information: race, sex, and age; (2) 
Smoking habits: SmkrAtHm, NSmkrAtHm, CurSmkrStat; 
(3) Diet: AmtCheese, AmtPrMt; (4) Health: HrtCongt, Hbp, 
HChol, ChstPain. The selection of variables was determined 
based on prior research into the causes of heart attacks. In 

order to prepare the data for the final statistical analysis, 
we removed the cases with “Blank but applicable”, “Don’t 
know” and “blank”. This led to the significant reduction of 
the sample size, thereby leaving 4859 data rows at the end. In 
this sample 8.89% (= 432) of adults reported that they were 
told by their doctor that they had a heart attack. With regard 
to racial composition, 73.90% (= 3591) were White, 24.26% 
(= 1179) were African American and the remaining 1.84% 
were other races. Additionally, the data contains 55.57% 
males and 44.43% females. The mean age of the adults in 
the study was 670.3 months (= 55.9 yrs) with a standard 
deviation of 207.4 months (= 17.3 yrs). People who smoke 
make up 39.8% (= 1936) of the sample and those who do not 
smoke make up the remaining 60.2% (= 2923). About 44% 
of people interviewed live with a smoker. Of those who do 
live with a smoker, the most common number of smokers 
is one. In terms of diet, an average person consumes cheese 
about 10.3 (≈10) times on average in a month and processed 
meat about 7.8 (≈8). In the data, 6.3% (= 306) of people 
experienced congestive heart failure, 38.0% (= 1845) have 
high blood pressure, 35.3% (=1714) have high cholesterol, 
and 34.8% (=1691) experienced chest pain.
Statistical Analysis
The dependent variable in our study is a binary type (1 = 
myocardial infarction occurred, 0 = no myocardial infarction 
occurred). Therefore, we use logistic regression to model the 
probability (p) of the occurrence of event 1 of the dependent 
variable as a function of the predictor variables. Note that if 
the response variable has more than two categories, it would 
be multinomial logistic regression. Logistic regression is 
useful in predicting an outcome of the dependent variable 
based on one or more sets of independent variables. Given a 
set of k predictors (continuous or categorical) x1, x2, ... xK, we 
can write a logistic regression model as:

log(      )=β
0
+β

1
x

1
+β

2
x

2
+...+βkxk1-p

p
 (1)

where and p=P(y=1|x1,x2,…,xk) and 1-p
p

 is called the odds 

of success, a ratio of the probability of success (event = 1) 
to the probability of failure (event = 0). The ratio of odds of 
success to the odds of failure is known as an odds ratio (OR). 
The OR represents the constant effect of a predictor x, on the 
likelihood that one outcome will occur (Grace-Martin, n.d.). 
The coefficient βi measures the expected changes in log-odds 
per unit change in xi holding other predictors as constant. 
Simplifying equation (1), we get an expression for p as:

p=[1+e-(β0+β1x1+β2x2+...+βkxk)]-1  (2)
Note that the models in (1) and (2) are equivalent to each 
other.  In order to fit the logistic regression in (1), we 
obtain maximum likelihood estimates (MLE) of unknown 
parameters β0, β1, ... βk. We access the model fit with various 
goodness-of-fit tests e.g. the Likelihood Ratio (LR) Chi-
Square test, Hosmer-Lemeshow test. The p-value for the 
Hosmer-Lemeshow goodness-of-fit test (HL test) tells us 
how well our data fits the model. Specifically, the HL test 
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calculates if the observed event rates match the expected 
event rates in population subgroups. The test is only used for 
binary response variables (a variable with two outcomes). 
Small p-values mean that the model is a poor fit. But large 
p-values don’t necessarily mean that your model is a good 
fit, just that there isn’t enough evidence to say it’s a poor fit 
(Glen, 2016). The fitted logistic regression model is useful 
in predicting the outcome of the dependent variable for the 
given set of predictor variables. 
Because the dataset has a fairly low event rate (proportion of 
event=’1’) of the response variable, we also use Firth Logistic 
Regression which has been in common use for the analysis 
of binary data with a rare event.  It uses penalized likelihood 
rather than the conventional maximum likelihood for logistic 
regression. The penalized maximum likelihood estimation 
(PMLE) was proposed by Firth (1993). Many researchers 
(Karabon, 2020; Puhr et. al., 2017; Allison, 2012; King, 
G. and Zeng, L., 2001a, 2001b) have discussed rare events 
problems in logistic regression. Rare Events and separation 
are both common analytical challenges encountered when 
working with a binary variable. Firth’s Penalized Likelihood 
is a simplistic solution that can mitigate the bias caused by 
rare events in a data set (Karabon, 2020). If the sample size 
(n) is very small (n<200), covariates are discrete (preferably 
dichotomous) and the number of covariates is very small, 
Exact logistic regression is applicable (Leitgöb, 2013).  
We compare standard logistic regression and Firth logistic 
regression using various goodness-of-fit measures such as: 
AIC, ROC curve, and classification accuracy percentage.  
Ojha et. al. (2019) also used logistic regression and compared 
it with Firth logistic regression in an ecological application. 
In comparing the models, one with a lower AIC score is 
superior. Note that classification accuracy percentage is 
a basic diagnostic measure of prediction accuracy. It is a 
percentage of records correctly classified by the model. We 
used a cut-point probability value of z=0.50 to classify an 
observation as an event or nonevent observation. Note that z 
ϵ [0,1]. If the predicted event probability exceeds or equals 
0.50, the observation is predicted to be an event observation; 
otherwise, it is predicted to be a nonevent observation. The 
ROC curve’ graphically summarizes the tradeoff between 
true positives (the number of event observations that are 
correctly classified as events) and true negatives (the number 
of nonevent observations that are correctly classified as 
nonevents) for a rule or model that predicts a binary response 
variable (Wicklin, 2018). True positives are the number of 
event observations that are correctly classified as events and 
true negatives are the number of nonevent observations that 
are correctly classified as nonevents (SAS Documentation, 
2019). In comparing two ROC curves, one that is closer to 
the upper-left corner, indicates better performance of the 
classification model. If the curve is closer to the 45-degree 
diagonal of the ROC space, the test is considered to be 
less accurate (Chan n.d.). The area under the ROC curve 
(AUC) is a way to assess classification model performance 
with higher AUC values indicating better test performance. 
The possible values of AUC range from 0.5 to 1.0 (NCSS 

Statistical Software n.d). 
We split the dataset into two parts. The first part of the data, 
called the training set, contained 75% of the samples. The 
second data set, called the testing set, had the remaining 25% 
of the data. The training set was used to build the model and 
the testing data is used to assess the fitted model. We used 
SAS 9.4 for data management and entire statistical analysis. 
We used PROC logistic procedure to perform logistic 
regression and Firth logistic regression.

RESULTS
As mentioned in Section 2 (sub section 2.2), the first 75% 
(= 3644) of the data was used to construct the model and 
the remaining 25% (= 1215) was used to validate the fitted 
model. There are 13 predictor variables and one outcome 
variable. We used PROC logistic procedure with a stepwise 
variable selection method. This procedure retained six 
significant predictors (Sex, Age, Diabtc, HrtCongt, HChol, 
and ChstPain). The parameter estimates of the fitted logistic 
model along with odds ratio estimates using these six 
explanatory variables are presented in Table 2. If a variable 
has a positive coefficient, the likelihood of a heart attack 
increases due to that variable and if the coefficient is negative, 
the chance of heart attack decreases. For instance, the logistic 
regression coefficient 0.922 corresponding to the variable 
Sex compares the log-odds of heart attack for males with 
that of females given the other variables are held constant 
in the model. It indicates that the log-odds of heart attack 
is expected to be 0.922 units higher for males compared to 
females, while holding the other variables constant in the 
model.  Alternatively, the odds of a heart attack in males is   
e.922=2.514 times higher than the females which in turn is 
equivalent to having the odds ratio of 2.514.
The chi-square statistic of the likelihood ratio test is 795.618 
(p-value <.0001). This shows that the fitted model is 
significant. Similarly, the chi-square statistics of the Hosmer-
Lemeshow goodness-of-fit test is 13.6177 (p-value = 0.0923) 
indicating that there isn’t enough evidence to say it’s a poor 
fit. The measures for the goodness-of-fit of the model are 
AIC = 2165.164, SC = 2171.365 and -2logL = 2163.164. The 
ROC curve for the selected model is presented in Figure 1.
The AUC value is 0.9104 and the classification accuracy of 
the obtained model is 92.6%. The ROC curve is closer to 
the upper-left corner and the AUC value is also significantly 
high. Additionally, the classification accuracy value of 92.6% 
tells us that for the 3,644 observations used in the model, the 
model correctly predicted whether or not somebody has a 
heart attack 92.6% of the time. This seems to be a very good 
result. Note that this accuracy percentage was computed 
based on the same data that is used to fit the model. So, this 
is called in-sample prediction accuracy. We then used the 
obtained model in testing data which is not is used to create 
the model and calculate the prediction accuracy to access 
how well it performed. The ROC curve for the testing data is 
presented in Figure 2.
The AUC value is 0.8812 and the classification 
accuracy is 91.28%. Although these values are slightly 
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lower in comparison to the  in-sample case they 
both indicate the model performed fairly well 
in prediction and classification in testing data. 
Because the percentage of individuals in the data 
set who had a heart attack is about 8.8%, we use the 
Firth logistic regression for rare events. To implement 
the Firth method in SAS, we use the FIRTH option 
in PROC LOGISTIC.  We used the same significant 
variables retained from the stepwise selection method 
in logistic regression. The result of Firth logistic 
regression is presented in Table 3. 
The chi-square statistic of the likelihood ratio test is 
793.645 (p-value <.0001). This shows that the fitted 
model is significant. The measures for the goodness-of-
fit of the model are AIC = 2124.380, SC = 2130.581 and 
-2logL = 2122.380. The ROC curve, AUC value, and 
classification accuracy of the fitted model are similar 
to the logistic regression model. When the model is 
applied to testing data the ROC curve, AUC value, and 
classification accuracy are similar to when the fitted 
logistic regression model was applied to testing data.  
These results indicate that the Firth logistic regression 
model predicted the probability of a heart attack at the 
same accuracy as the logistic regression model for both 
in-sample and out-of-sample. However, comparing the 
goodness-of-fit measure like AIC (2165.164 for logistic 
regression vs 2124.380 for Firth logistic regression), it 
seems that Firth logistic regression has slightly a better 
fit in comparison to logistic regression. Moreover, the 
estimated standard errors of the regression coefficient 
are slightly smaller than the logistic regression model 
standard error.

DISCUSSION
For years, researchers have worked to develop 
prediction models for heart disease. Wilson et. al. 
(1998) developed a coronary heart disease (CHD) 
prediction model based on the blood pressure, 
cholesterol, and LDL-C categories proposed by the 
Joint National Committee (JNC-V) and National 
Cholesterol Education Program (NCEP) and some 
other risk factors using a Framingham Heart Study 
sample. It was a prospective, single-center study in 
the setting of a community-based cohort where the 
patients were 2489 men and 2856 women 30 to 74 
years old at baseline with 12 years of follow-up. Sex-
specific prediction models were also formulated to 
predict CHD risk according to age, diabetes, smoking, 
JNC-V blood pressure categories, and NCEP total 
cholesterol and LDL cholesterol categories under the 
various sets of independent variables. The c-statistic 
(which is equal to the area under the receiver operating 
characteristic curve, AUC), a commonly used measure 
for quantifying the predictability of working models 
for these models were in the range 0.68 to 0.77. 
The AUC for our logistic model when was 0.8812.  
Yang et. al. (2020) used a Random Forest algorithm Va
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Analysis of Maximum Likelihood Estimates Odds Ratio Estimates
Parameter Estimate Standard 

Error
Wald 
Chi-Square

Pr>  
Chi-Square

Point Estimate 95% Wald 
Confidence Limits

Intercept -8.276 0.4439 347.538 <.0001
Sex Male 0.922 0.1615 32.587 <.0001 2.514 (Male vs Female) 1.832 3.449
Age 0.005 0.0005 104.454 <.0001 1.005 1.004 1.006
Diabtc Yes 0.595 0.1779 11.198 0.0008 1.814 (Yes vs No) 1.280 2.570
HrtCongt Yes 2.465 0.1744 199.770 <.0001 11.760 (Yes vs No) 8.355 16.551
HChol Yes 0.465 0.1470 9.995 0.0016 1.592 (Yes vs No) 1.193 2.123
ChstPain Yes 1.946 0.1606 146.810 <.0001 6.998 (Yes vs No) 5.108 9.586

Table 2: Maximum likelihood estimates (MLE) and odds ratio estimates of logistic regression

Analysis of Penalized Maximum Likelihood Estimates Odds Ratio Estimates
Parameter Estimate Standard 

Error
Wald 

Chi-Square
Pr>  

Chi-Square
Point Estimate 95% Wald 

Confidence Limits
Intercept -8.227 0.4406 348.699 <.0001
Sex Male 0.914 0.1606 32.408 <.0001 2.495 (Male vs Female) 1.821 3.419
Age 0.005 0.0005 104.420 <.0001 1.005 1.004 1.006
Diabtc Yes 0.596 0.1772 11.301 0.0008 1.815 (Yes vs No) 1.282 2.568
HrtCongt Yes 2.450 0.1740 198.178 <.0001 11.583 (Yes vs No) 8.236 16.291
HChol Yes 0.463 0.1464 9.999 0.0016 1.589 (Yes vs No) 1.192 2.117
ChstPain Yes 1.934 0.1596 146.776 <.0001 6.916 (Yes vs No) 5.058 9.457

Table-3: Penalized maximum likelihood estimates (PMLE) and odds ratio estimates of Firth logistic regression

Figure-1: ROC curve in training data. Area under the curve = 
0.9104 

Figure-2: ROC curve in testing data. Area under the curve = 0.8812 

to provide a prediction model for the risk of cardiovascular 
disease (CVD). This study focused on predicting the three-
year risk of CVD for high-risk subjects in eastern China 
(Yang, 2020). In order for the comparison purpose, they 
also used several other methods to build a prediction model 
including multivariate regression model, classification and 
regression tree (CART), Naïve Bayes, Bagged trees, Ada 
Boost setting multivariate regression model as a benchmark 
for performance evaluation. They used nearly 30 predictors 
related to the risk of CVD in building the prediction models. 
These predictors were screened through logistic regression 
analysis and the set included sex, age, family income, 
smoking, drinking, obesity, excessive waist circumference, 
abnormal cholesterol, abnormal low-density lipoprotein, 
abnormal fasting blood glucose, and many more. The AUC 
was used to evaluate the prediction ability of each model. 
The study resulted in a multivariate regression model with 
an AUC of 0.7143 and a Random Forest model was superior 
to other models with an AUC of 0.787. While the Random 
Forest model performed quite well, our model performed 
slightly better if AUC is used as a performance gauge. A key 
difference in our study and Yang et. al. (2020) is the region 
that the data was collected. Yang et. al. (2020) collected a 
sample from a population in eastern China with a known 
high risk of CVD. Our study used data collected by the CDC 
using the National Health and Nutrition Examination Survey. 
Since our data was not collected from a specific area within 
the United States, the model created can be used nationwide 
to predict heart attack risk.
Many prediction models for the risk of cardiovascular 
disease (CVD) have been developed and several studies 
were conducted from time to time to review these published 
models. A systematic review of 212 articles by Damen et. 
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al. (2016) showed 363 models were developed regarding 
CVD in the general population. Most prediction models 
were developed using Cox proportional hazards regression, 
accelerated failure time analysis, or logistic regression, and 
the majority of the models were sex-specific (Damen et. al. 
2016). Different types of predictive performance measures 
were reported for developed models. For models that used 
AUC were in the range of 0.60 to 1.00. Our model differed 
from most models in a few key categories. Our study is not 
sex-specific, includes participants with existing CVD, and 
uses a logistic regression model. In comparison to other 
models using AUC, our model performs at a high level and 
can be used nationwide. With the six variables Sex, Age, 
Diabtc, HrtCongt, HChol, and ChstPain, the risk of heart 
attack can be predicted for any person within the United 
States thereby providing a simplified prediction model for 
heart disease. 

CONCLUSION
In this study, we investigated the prevalence of myocardial 
infarction incidence in US adults and used a logistic regression 
model to estimate the probability that an individual is prone 
to the risk of heart attack based on various factors. The 
model showed that of the thirteen independent variables, six 
are significant in predicting heart attacks namely sex, age, 
diabetes, high cholesterol, congestive heart failure, and chest 
pain. The three most significant variables are sex, congestive 
heart failure, and chest pain. The result showed that males 
are more likely to have a heart attack. Also, as the person 
gets older, the probability of heart attack increases. Similarly, 
people who have congestive heart failure and people who 
experience chest pain are also more likely to have had a 
heart attack. Lastly, people with diabetic problems and high 
cholesterol are also at-risk of a heart attack. The obtained 
model can be used to predict the likelihood of a person 
having a heart attack in the future and predict the probability 
that a person had a previous heart attack and did not know it. 
The classification accuracy for the fitted logistic model was 
91.28% (88.89% true positive and 2.39% true negative) 
when applied to the training data. Similar accuracy was also 
obtained for the Firth logistic regression. This shows that 
the model was more accurate in predicting the probability of 
nonevent observation (no heart attack).
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